SECTION X
INTELLIGENCE

XX
Intelligence and Cognitive Abilities
Learning objectives
To recognize some of major measures of ability, along with knowing the stability and reliability of these scores.
To understanding the main-stream models of intelligence, including g and the hierarchical model.
To know the major real-world outcomes linked to intelligence.
To understand the idea of heritability and know the heritability of intelligence across time and circumstance.
Awareness of brain colume and connectivity bases of intelligence.
Intelligence is, increasingly, seen as fundamental to the wealth and health of society (Deary, 2012b). This chapter addresses the nature of ability – how we measure it, what it is, but also the biological and social orgins of ability. One reason we are so interested in IQ is that it is our single best predictor of success in life. Alongside conscientious from the personality domain (Roberts, Kuncel, Shiner, Caspi, & Goldberg, 2007), IQ does simply trail along with mental and physical health, economic wealth, and warm social relationships, but actively predicts these across many decades. Traits though of as unrelated to IQ are increasingly seen as linked to it: for instance bipolar disorder. Work on creativity indicates that IQ scores explain over 50% of differences in creativity (Nusbaum & Silvia, 2010), despite this traits often being seen as the opposite of analytic thought. IQ, then, is perhaps the single most valuable trait and psychologists are keen to understand, raise, and augment it.
Intelligence is visible from an early age, and not only once school is reached. Children’s early sketches for instance, are valid indicators of genetic potential (Arden, Trzaskowski, Garfield, & Plomin, 2014). Fascinating research indicates that the relative time infants spend attending to images they have seen previously compared to novel images is an excellent predictor of IQ a decade or more later, even when attention is assessed as early as at 4months! (Fagan, 1990)
While school and beginning a complex new job are times when intelligence differences are perhaps largest, the effect of intelligence is ubiquitous – from managing the tasks of life through to health outcomes and longevity. The chapter begins with a ‘hands-on’ look at the types of test used to measure intelligence. I then discuss how these tests developed, reviewing concepts such as ‘IQ’. Moving to models of intelligence, you will learn about the roles of a general ability common to all tasks, and specific abilities in domains such as spatial processing, or language. Next we shift focus to the very basic cognitive correlates of intelligence such as reaction time and working memory, and the biological bases of intelligence are introduced, focusing on the genetic and environmental causes of intelligence, and their reflection in brain development and structure. In the final section, practical properties of tests, such as their stability and potential bias are discussed. With this material understood, the educational and social correlates of ability are discussed, along with their implications for educational and social policy.
What is intelligence?
One famous definition of intelligence is as follows:
What we measure with [intelligence] tests is not what the tests measure – not information, not spatial perception, not reasoning ability. These are only means to an end. What intelligence tests measure… is something more important: the capacity of an individual to understand the world about [him or her] and [his or her] resourcefulness to cope with its challenges. (David Wechsler, 1975, p. 139)
Another way to get a grasp on a concept is to experience the measurement yourself :
Try and write down a definition for the word ‘esoteric’.
If 5 machines can make 5 widgets in 5 minutes, how long will 100 machines take to make 100 widgets?
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How accurate were your answers ?1 These tasks assess verbal, mathematical, and spatial ability. Are there other types of ability? Are each of these abilities related to the others or independent? Why? Do these items reliably measure intelligence? Are they valid? Could they be biased? Why do people differ on these tasks? If someone gets these types of item correct, what practical guide does that give us to their ability in the workplace or other areas of importance such as social life or neuropsychological function after brain damage? Do genes play a role in why people differ in how well they perform on these tests? Can changes to the environment change scores on such items? The answers to these questions are the subject of intelligence research, and of this chapter.
Many of the things we will discuss were examined first by British polymath Sir Francis Galton (1869). Along with contributions to African exploration, analysis of fingerprints, composite photography, meteorology, and developing the correlation test (see Chapter 2), to name but a few of his diverse achievements, he also established the study of ability differences as a science (Wright Gillham, 2001). Galton observed that differences in ability fell along a continuum and that the distribution of these differences followed a bell-curve shape (for which he coined the phrase ‘normal distribution’ in 1875). He saw that this ability dimension could be discerned in people’s practical achievements. Furthermore, he understood the need for theory to explain these unsuspected relations between ability and achievements in life. Finally, Galton examined how ability ran in families, and conceived of the twin-study as a method of testing for the effects of genes and culture on intelligence. One thing that Galton did not do, and which has proven to be basic to advances in modern intelligence research, is develop a test of intelligence. While observers have distinguished between ‘ability’ and other faculties such as personality at least since Aristotle, the period of greatest advance in the scientific study of intelligence begins more or less with the advent of tests for ability at the beginning of the 20th century.
Binet and the Origins of Intelligence Testing
The French psychologist Alfred Binet (1857–1911) pioneered the psychometric approach to intelligence, having been commissioned by the French government to develop a method of measuring ability to learn, so as to detect children who would face difficulties in the school system. In 1905, together with Theodore Simon, Binet published the first intelligence test — a test that has guided most subsequent tests of intelligence. Unlike Galton, Binet did not search for  ‘theoretically basic’ measures. Instead, he simply tested items from diverse areas and kept those that worked, evolving the test over time based on predictive success and correlation with chronological age.
Binet was guided by two principles (Matarazzo, 1992):
1.	He believed that intelligence increases through childhood: therefore if a given item is a valid measure of ability, older children should find it easier than do younger children.
2.	He also believed that the rise in test scores observed across childhood was not due to developments in sensory acuity or precision, nor was it a direct result of special education or training.
These two beliefs led to Binet’s lasting contributions to intelligence test construction. First, and despite seeking to assess ability at school, he avoided any items that required experience or that resembled schoolwork. Second, he focused on tests of abstract reasoning on which, despite not being directly taught at school, performance improved with age:
It is the intelligence alone that we seek to measure, by disregarding in so far as possible the degree of instruction which the child possesses… We give him nothing to read, nothing to write, and submit him to no test in which he might succeed by means of rote learning. (Binet & Simon, 1905)
Here we can see that Binet explicitly distinguishes between ability and achievement: he aims to predict subsequent achievement not from current learning or achievements, but from a measure of abstract reasoning ability. Binet’s attempt to reduce dependence on special training or experience can be seen if we examine the types of item used in the 30-item 1905 Binet–Simon test of intelligence:
Unwrap and eat a sweet.
Define abstract words and name simple colours.
Remember shopping lists.
Order weights (3, 6, 9, 12, and 15 grams) and lines (3 cm, 4 cm).
Make rough copies of a line-drawn square, diamond, and cylinder.
Construct sentences containing given words (e.g., ‘Paris’, ‘fortune’, and ‘river’).
Binet expected that all the children he tested would have been exposed to these materials many dozens of times, and that children’s ability to reason and manipulate with these types of stimulus would not be dependent on differences in experience.
Within each of these item categories, various levels of difficulty (defined by the average age at which the problem could be answered correctly) were constructed. For instance, Binet found that copying a cylinder was more difficult (needed more intelligence) than copying a diamond, which in turn was more demanding than copying a square. Binet found that a typical 5-year-old could copy a square but not a diamond, and that a typical 8-year-old could copy a diamond but not a cylinder, which could in turn be copied from memory by an average 11-year-old.
Because Binet’s test development has been of such lasting value, it is worth examining an item of this test in more detail. Let us take the example of figure copying. First of all, Binet controlled the test situation. He showed the child a simple figure, and then removed it from view, asking them to draw the stimulus from memory. He also specified the criteria for marking, noting that accuracy of detail and neatness of the child’s copy are unimportant. By presenting the stimulus (rather than simply saying ‘draw a diamond’) he removed some of the role of experience and vocabulary from the situation. By removing the stimulus from view during the actual copy, he removed the possibility of a direct perceptual copy, forcing the child to rely on an internal representation. These insights to the testing situation enhance test reliability and validity (see Chapter 8).
In addition to these insights in increasing the reliability of the test by controlling presentation and marking, the outcomes of the test itself help us develop a construct of intelligence. As noted above, Binet found that a square could be copied from memory by the average 5-year-old child, a diamond by age 8, and a cylinder by age 10. Why was this? What are some possible reasons why a problem is solvable at one age, but not earlier?
The problem was not perceptual or manual but rather analytic: the 8-year-old who fails at copying the diamond will have been quite able to copy the square, despite both shapes being composed of the same lines and vertices. Binet explored whether the problem was practice (which could increase with time). However, he found that the ability to copy was hard to train, and, moreover, that training on one figure did not transfer to other equally hard figures. This suggested that, as Binet had thought, intelligence does not result from particular experiences or training, but develops largely independent of experience.
Mental Age
The next insight that Binet exhibited related to how to score an ability test. Because large-scale testing meant that Binet knew at what age the average child could complete each item, his test could be scored in terms of a ‘mental age’. Binet developed this use of a single mental-age score for two reasons. First, he found that items within a category could be arranged in terms of the mental age required to complete them. Second, he also found that children who could complete an item in one category to a given level of difficulty typically completed items from other categories to the same level of difficulty.
While Binet believed there were many distinct abilities (hence his wide choice of tests), and was initially agnostic as to the structure of intelligence, he came to speak of ability as a unitary construct. This is an important point and is worth reiterating. For example, if a 5-year-old could normally draw a square but not a cylinder, and could normally make a sentence containing the word ‘cake’ but not ‘fortune’, then an average 5-year-old could both define ‘cake’ and draw a square: these apparently very different abilities somehow went together, defining a coherent ‘mental age’. It was this mental age that Binet felt identified whether children would be able to cope at a given level of schooling (which was, after all, his primary task).
Binet found that children’s mental age could diverge considerably from their chronological age, and that this accounted for their needing extra help at school. Some children performed as well as average children several years older, and some children achieved scores typical of children several years younger than themselves. If two children of different ages were found to have the same level of mental age, the younger one could be thought of as more intellectually able, given his or her age. To express these two concepts, Binet developed a distinction between mental age and chronological age.
Chronological age — How old is this child?
Mental age — how old would the average child be who performed at this child’s level of performance?
The Binet–Simon test was therefore scored not in terms of the number of items correct, but in terms of the average chronological age of a child who would achieve this score, taking this as the effective mental age of the tested subject, with the child’s chronological age reported for comparison.
The Concept of ‘IQ’
We noted above that Binet scored his test in terms of a mental age for a child, to be read along with the child’s chronological age. Stern (1912) saw that these two numbers were related and could be used to express a single value — the intelligence quotient or ‘IQ’:
IQ = Mental age/Chronological age * 100.
While this definition was functional for work with children under 17, the definition is no longer used, as scores on intelligence tests do not continue to rise with chronological age after 16–18 years of age, leading to an obvious problem: if you are an average 17-year-old (the age at which raw scores peak), and therefore have an IQ of 100 (17/17 * 100), what will your IQ be when you are 55, assuming your ability remains the same?
Awkwardly for test developers, with a mental age of 17 and a chronological age of 55 they would have to assign an “IQ” of just 31!
The solution to this dilemma was realized by David Wechsler (1975) who recognized that the key insight to Binet’s scoring system was not the use of a mental age, but the deviation of a child’s mental age from that of the average children of his or her own age. This led to the adoption in nearly all tests of a so-called ‘deviation IQ’ – no longer the result of dividing mental age by chronological age, but instead based on a person’s percentile score within their age cohort. In this system, the average person at any given age is given an IQ of 100, with scores above and below this scaled to give a standard deviation (SD) of 15. This is displayed in Figure 11.1, which shows the ‘normal distribution’ or bell-curve of IQ scores, with most people clustered in the middle around 100, and fewer people scoring either above or below this mean value. Some values to remember are that 95% of scores lie within ±2SD of the mean, i.e., between 70 and 130. Correspondingly, a score over 145 is obtained by only one person in 1,000.
[image: Haslam Figure 11-1]
The WAIS-IV: An Example of a Modern IQ test
In order to best understand the material of the rest of the chapter, it will be helpful to see the kinds of items in a modern ability test, what they are (and are not), and to begin to think about why they have been chosen, and how they will relate to human circumstances and outcomes.
Perhaps the most widely used and validated test of human intelligence is the Wechsler Adult Intelligence Scale, or WAIS IV (D. Wechsler, 2008). This battery contains over a dozen sub-tests, including tests new to this addition (Visual Puzzles, Figure Weights, and Cancellation) and deletion of old tests to improve validity (McCrea & Robinson, 2011). These span many, if not all, of the types of item that have seen wide currency in validated tests of ability. For reasons of copyright and of test security, the items are not shown. (It is important that the exact items of the test do not become common knowledge, lest this disrupt their valid use in selection and assessment, especially in forensic and medical contexts, such as neuropsychological assessment.) The WAIS is administered individually by a trained tester practised in the particular time limits and delivery requirements of this test. The test takes an hour or more. (Not all intelligence tests are as time-consuming, complex, and labour-intensive as this: the popular Raven’s tests (Raven, Raven, & Court, 1998) takes 40 minutes or less, focuses on a single task and can be administered to a group.)
Examples from the Verbal comprehension section tests include Vocabulary or word meanings. An example question would be “What does “seasonal” mean?’. The answer ‘Fluctuating with the time of year’ would earn more points than ‘like the weather’. Similarities: finding what is common to two words. An example is  ‘In what way are a boat and a car alike?’. The answer ‘Both are means of transport’ would earn more points than ‘Both made of metal’.  Information: general-knowledge questions, like ‘Why do we have elections?’ (the answer ‘To allow people to decide how they wish their country to be run’ would earn more points than ‘it happens every five years’). Comprehension: understanding practical problems, proverbs, and social norms: An example is ‘What does ‘Make hay while the sun shines’ mean?’ The answer ‘The time to achieve objectives is often limited, and needs to be taken advantage of’ would earn more points than the more literal ‘farmers have to be quick with hay, or it will rot’.
Some tests measure Perceptual Reasoning. An example is Picture completion: detecting missing elements in drawings of common objects. For instance, what is missing here:
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Another perceptual test is Block design. This a spatial test, in which subjects reproduce two-dimensional patterns using cubes with a range of differently coloured faces. For instance a task might include making the pattern on the right using blocks shown on the left: [image: Haslam UN Figure 11-2a]


Another WAIS measure is Matrix reasoning. This is essentially the same as the spatial reasoning used in the Raven-type task of finding a missing element from an array of patterned panels:
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A third block of IQ tests involve Working Memory. Examples include doing mental Arithmetic: Usually arithmetic problems posed in practical situations such as “If 1 boy takes 6 hours to make 12 widgets, how long will 3 boys take to make 6 widgets?” Another test is Digit span - the longest verbally presented number sequence that can be recalled correctly in forward, or reverse, order. The test-taker would listen as numbers are read out loud at a rate of 1 per second. Repeating the sequence back after presentation, either as presented, or in reversed order. The sequences increase in length until the subject reliably fails to accurately recall the list. The most complex forms of direct working memory assessment are used in Letter–number sequencing. Test-taskers are given a sequence of letters and numbers in random order, and must mentally reorder and recall the letters and numbers separately. 
Try this example on a study-mate: ‘7 J 4 K B 8 F 2’.
The correct response would be’2 4 7 8… B F J K’.

A fourth and final test type present in the WAIS and other competing measures is Processing Speed. Coding involves testees recoding as many items as possible in a short time-period, using a table to map symbols into arbitrary paired digits, for instance replacing each instance of ‘£’ with a 3 or of ◢ with 2. In Symbol search, subjects mark lists as containing or not containing a particular target symbol, the goal is to complete as many as possible in a given short period. These measures assess the ability to move attention, and repeat a known simple mental transformation. The third task in this block is Cancellation, which involves detecting and marking items based on some discriminating feature.
The Structure of Ability
Although all scientists must deal with the same data, their explanations (theories) of these data may diverge, at least in the short term. In intelligence testing, two main approaches to explaining intelligence have been followed: one emphasizing the generality of ability, and the other focusing on differences between abilities. The first, both chronologically and in terms of its simplicity, is general-ability theory, developed by Charles Spearman in the first quarter of the 20th century.
Charles Spearman and general intelligence
As noted above in relating the experience of Binet, one of the most powerful facts to confront researchers is the positive relationship shown across diverse-ability measures, suggesting the existence of an organizing factor which underlies this correlation.
The earliest empirical studies of general cognitive ability were conducted by Charles Spearman (1863–1945) who termed this general intelligence factor ‘g’ (Spearman, 1904). Spearman argued that g was not a single faculty or module and therefore could never be measured directly or observed in a single behaviour. Instead, Spearman argued that intelligence was a property common to all cognitive processes, and he thought of intelligence as a ‘mental energy’, energizing diverse faculties and functions.
Binet, working on the atheoretical principle of keeping items that distinguished younger from older children, found that his test was improved by keeping items from a broad range of domains. In similar fashion, Spearman, working from a more theory-driven perspective, argued that a good test of intelligence must concentrate not on developing a single type of question that measures g, but on incorporating the widest possible diversity of test items, the common element of which would emerge as general ability. This need for a wide range of items he called ‘indifference of the indicator’, suggesting that as g should affect all kinds of ability, the particular measures chosen didn’t matter, and the more different measures the better.
Spearman collected and studied the patterns of correlations among large numbers of distinct ability tests, observing that the clearest pattern was that all the tests, from whatever domain, correlated positively with each other: this he called ‘positive manifold’. Spearman developed the statistical method of factor analysis (see Chapter 2) in part to show that these consistently positive correlations reflected an underlying general factor, implying that different ability tests are all influenced by a common underlying cause. The existence of such a g factor is well illustrated by the 13 WAIS-III sub-tests presented earlier. When the WAIS-III was given to a representative group of several thousand adults, the average correlation of each sub-test with all of the others was a very substantial .49. The general-ability factor has been confirmed in hundreds of data sets collected over the last century, where it accounts for 50% of the variance in any comprehensive and diverse battery of tests (Carroll, 1993).
Even other animals show a kind of g factor. While humans have evolved novel adaptations such as generative language (Corballis, 2003), other species also appear to show general ability, suggesting that intelligence is not a simple product of language. Individual animals differ in their ability, and these differences cluster along a general factor explaining around 40% of the differences between them (Galsworthy et al., 2005). This raises the possibility of studying the biology of ability in animals, an area that has been neglected.
[image: Haslam Figure 11-2]g is not the last word (or letter) on the structure of ability, however. In 1904, Spearman proposed that any test of ability could be decomposed into it and one or more specific components (see Figure 11.2). In 1937, he elaborated this theory, noting that not only did all tests correlate with each other (g), and single tests tended to contain variation unique to themselves (specifics), but tests also formed broad clusters such as ‘verbal’ ‘spatial’, or ‘attention’. These came to be known as ‘group factors’. This is suggested in Figure 11.2 by some slightly larger components of ability amongst the smaller, very specific elements. However, it was the work of Thurstone, who we will examine next, that most clearly emphasized these group factors.

The hierarchical model of ability: different levels of order
While Spearman focused on the common element of all ability measures, other researchers focused on the differences between abilities, and the fact that individuals could be found who were strong on one type of ability and weak on another. Principal among those emphasizing this point of view was Lewis Thurstone (1887–1955), who developed a theory of ‘primary mental abilities’, identifying seven major different types of ability (see Figure 11.3).
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Simply identifying different kinds of ability, of course, does not put Thurstone’s model at odds with Binet or Spearman: both researchers acknowledged that different kinds of ability exist. The major distinction was that Thurstone argued that these abilities were independent. He proposed that the apparent evidence of a general-ability factor was an artefact of testing; for instance, due to the fact that many tasks called on more than one basic ability. For example, a verbally presented mathematical puzzle might be aided by spatial imagery. In a related suggestion, Thurstone and his followers argued that g was merely ‘averaging’ individual’s ability across multiple independent domains. This view that there is no underlying correlation to be found across all abilities remains today in the form of multiple intelligence theory (Gardner, 1983), which is discussed below.
Of course, if half of the variability in ability is due to a single general factor, two questions arise: What is the basis for this factor? And what is the structure of the other 50% of ability? The basis of g is addressed through the rest of this chapter, but before turning to that, it is important to understand how the overall structure of human intelligence is understood by contemporary researchers. Carroll (1993) concluded that while half of the differences in any large test battery were due to general ability, the remaining differences had a three-tier structure similar to that intimated above by Spearman: underneath g lies what Carroll called stratum-II factors, or what Spearman called group factors. Beneath this, on what Carroll called stratum-III, lie the abilities specific to a single test or a very narrow domain of ability. These are quite similar in scope to what cognitive psychologists now identify as cognitive modules. This structure is well-exemplified by turning again to the structure of the WAIS. Using what is called ‘confirmatory factor analysis’ the 13 sub-tests of the WAIS-III have been shown to group into four cognitive ‘domains’ (see Figure 11.4). Scores on the four domains inter-correlate .8 on average, supporting a single, general factor influencing each of the four abilities.

[image: Haslam Figure 11-4]
Crystallized and fluid intelligence
An alternative model of the structure of intelligence is somewhat related to that of Spearman, distinguishing between fluid ability and crystallized ability (Cattell, 1963). As we have seen above, intelligence tests can contain items that assume very little specific knowledge as well as items for which the person must have already learned the correct answer and stored it in memory. The theory of fluid intelligence and crystallized intelligence (Gf–Gc) was developed by Cattell in the 1940s and extended by Horn (1998). Cattell distinguished between fluid ability — the solving of problems where prior experience and knowledge are of little use — and crystallized knowledge — education and experience, which would develop over time. Cattell and Horn argued that fluid ability should be more heritable and crystallized ability should show greater effects of family and cultural environment. The predictions have not been borne out, however (Horn, 1998), and it seems likely that both fluid and crystallized ability reflect a single effect of general ability up until adulthood. During adulthood, genetic and environmental ageing factors begin to act on intelligence, with fluid ability showing greater sensitivity to these effects and declining much faster than crystallized ability (Craik & Salthouse, 2000).
Gardner: multiple intelligences
Gardner (1983) proposed a theory of multiple intelligences, based on studies of ‘savants’ who have islands of preserved high ability despite scoring very poorly on most ability measures, neuropsychological patients who have lost relatively circumscribed ability (e.g., the ability to recognize faces), and experts showing virtuoso performance within a limited domain such as music. Gardner used these groups to contrast against the normal developmental progression observed and measured by Binet. Gardner proposed that intelligence should include musical, bodily-kinaesthetic, linguistic, logical-mathematical, spatial, and inter- and intra-personal ability. This in itself is not controversial: Spearman was very specific in suggesting that the best possible measure of g should include all possible abilities, and most theories of general intelligence include linguistic, logical, and spatial tasks, as well as acknowledging that behaviour results from the activity of a great range of specialized brain ‘modules’. What distinguishes Gardner’s theory is not its recognition of multiple abilities, but his hypothesis that these abilities do not form a general factor. In this sense Gardner is repeating the argument of Thurstone that primary mental abilities are independent (Thurstone also identified seven primary abilities, although not the same seven). As Gardner has not developed any scales to assess his proposed abilities, this theory remains to be tested, although the stubborn fact remains that research consistently demonstrates positive correlations among different ability tests and a powerful g factor. It does appear, for example, that intra- and inter-personal skills correlate with general ability (Mayer, 1999), and that even pop dancing (presumably kinaesthetic intelligence) is correlated with much more general cues of personal competence.
Stability of IQ
There is strong evidence that intelligence has high rank-order stability, even over long durations. IQ at age 18 is predicted very well by measures taken at age 12 (r = .89) or even age 6 (r = .77) (Jones & Bayley, 1941). If we average several test sessions at each age band to remove testing error, these correlations become even higher: for instance, the correlation of an average of measures taken at ages 11, 12, and 13 years with the average of two tests taken at 17 and 18 years is an astonishing .96, suggesting that IQ changes very little from age-11 onwards. Ability scores also remain stable across the life-span. Deary, Whalley, Lemmon, Crawford, and Starr (2000) had access to intelligence test scores for all children aged 11 in Scotland in 1932. They were able to bring 100 of this sample back to do the identical test 66 years to the day after the original test. The scores correlated .73, despite more than half a century having elapsed and the sample now being aged 77 years old.
Cognition and Biology
A major goal of research into the nature of human intelligence has been to determine its biological (or neural) bases. The major experimental correlates of ability are processing speed and working memory, brain volume, and brain connectivity, and these are discussed next.
Reaction time and inspection time
In a typical reaction time experiment, participants sit before a box with an array of 1–8 buttons, each with an adjacent light. When one of these lights illuminates, participants must lift their finger (often known as decision time) and move to press the correct button (often known as movement time). Hiding or inactivating some of the stimuli can produce a range of choices from 1 to 8 (see Figure 11.5).
Early on, the German psychologist Hick (1952) showed that reaction time increases linearly with the amount of information a subject must process in order to complete the reaction. Thus, perhaps surprisingly, lifting off the home key takes longer when one of four lights may illuminate, than when only one of two lights can be chosen to illuminate on a trial. This effect of information processing demand on reaction time (RT) is known as ‘Hick’s law’. Many dozens of studies since the 1970s have shown a correlation between rate of reaction and IQ. The largest study completed to date, studying over 900 adults, gave results representative of these many studies, indicating a correlation of .49 between IQ and four-choice RT, and a correlation of .26 between IQ and the variability of RT (Deary, Der, & Ford, 2001).
In addition to faster reactions to stimuli, researchers have examined the speed of the perceptual process itself in intelligence: the so-called ‘inspection time’. Inspection time (IT) refers to the smallest duration for which a stimulus can be presented – before being removed (‘masked’) – and the participant can still accurately report what the stimulus was. One of the reasons why researchers are interested in IT is that unlike many tasks for assessing intelligence – e.g., defining rare words, maths tasks – it is almost completely independent of culture or social learning. The typical stimulus used in an IT study is just a long and short line side by side, and the task is simply to report which of the two lines is longer (see Figure 11.6). Given a one-second exposure to the stimulus before it is covered by a mask, all participants can complete this task accurately on every trial. However, despite all participants knowing how to perform the task accurately, as the exposure duration is systematically reduced, some subjects remain accurate while others begin to make many errors. This error rate correlates highly with tested IQ. The effect was first reported by Australian researcher Ted Nettelbeck (1982). Since that time many dozens of studies have confirmed the effect, with a recent meta-analysis of 92 studies totalling over 4,000 subjects, suggesting that IT performance correlates .51 with general ability (Kranzler & Grudnik, 2001).
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Brain volume and connectivity
The relationship between brain volume and intelligence has been a topic of a scientific debate since at least the 1830s. Claims of such a relationship have been severely criticized by historian of science Steven Gould as being ‘pseudo- scientific’, based on unconscious bias or even bogus data (Gould, 1996). On its face, the idea that something as crude as brain size should be associated with intelligence does seem questionable. However, the scientific evidence now seems to rebut Gould’s criticism, and brain volume appears to be one of the strongest biological correlates of intelligence. The first rigorous report of a relation between brain volume and ability came from Nancy Andreasen et al. (1993), a cognitive scientist interested in creativity and exceptional performance, and numerous studies followed. A recent meta-analysis of 37 studies of the relationship between intelligence and brain volumes derived from modern brain imaging techniques, has shown that the correlation is approximately 0.33 (McDaniel, 2005). It is somewhat higher for females than for males, and also higher for adults than for children. For all age and sex groups, however, brain volume is positively correlated with intelligence. Crucially, the evidence for “unconscious” fabrication by early researchers such as Morton (assembled by Gould in his pop-sci book “The mismeasure of man” appears to have seriously misrepresented the facts. A 2011 article “The Mismeasure of Science” established that Gould’s claims were false: Morton did not “manipulate data [on head size] to support his preconceptions, contra Gould. In fact, the Morton case provides an example of how the scientific method can shield results from cultural biases” (Lewis et al., 2011).
The genetics of brain structure has begun to be understood, and several studies linking heritability of brain structure to IQ are now available. A early review of the genetics of brain structure and intelligence Toga and Thompson (2005) concluded that the predominant determinant of both intelligence and brain structure is genetic. Two twin-study reports in the journal Nature Neuroscience, indicate that brain size and ability are both heritable, that they correlate around .4, and that this correlation is due to shared genetic effects. This finding implies the existence of genes that control the growth of brain tissue and that also influence ability. Thompson et al. (2001) showed that although the volume of cortical grey matter is genetically influenced over all of the brain, this effect is particularly marked in the brain’s frontal and language areas. The volumes of these areas correlated particularly strongly with IQ, and were much more similar in identical twins than in dizygotic twins. This similarity therefore probably has a genetic basis. Brain imaging research also shows that activation in the brain’s frontal lobes – such as during tasks that demand controlled attention – correlates .51 with IQ (Gray, Chabris, & Braver, 2003). All of these results have been confirmed in subsequent studies, with very high heritabilities being found for developmentally, and for both regional and global brain volumes (Rentería et al., 2014) and connectivity (Shen et al., 2014) in adults. The building blocks of IQ in the brain are tightly coupled to genetic programs and resultant computational power occupies space (brain volume) and is visible in the integrity of connections between regions (white matter) even into old age (Penke et al., 2012).
The brain consists not only of dense collections of nerve cells and their helpers (which appear grey in brain scans) but also of long fibres (axons) connecting these processing regions. These axons appear white because they have an insulating sheath of myelin which speeds conduction of the impulses from one grey matter nucleus to another. The organization and integrity of these fibre connections is related to ability, with correlations between .44 (Schmithorst, Wilke, Dardzinski, & Holland, 2005) and .51 (Jung et al., 2005). In sum, the modern literature on brain correlates of intelligence indicates that the number of neurons (i.e., brain volume) and amount of connectivity together enhance the types of processing required for high ability.
Environmental effects on intelligence
Much research has been devoted to attempting to understand the effects of environmental factors on intelligence. Some of this research has aimed to develop interventions to minimize or remediate the effects of early childhood deprivation on cognitive ability. While simplistic solutions such as listening to Mozart for a short period of time have garnered great attention (Rauscher, Shaw, & Ky, 1993), only to be rejected by closer scrutiny (Chabris, 1999; Stough, Kerkin, Bates, & Mangan, 1994). While these red-herrings have misdirected attention, some less newsworthy effects are robust, and bear closer scrutiny: In particular systematic learning as emphasised in schooling.
Schooling
Several natural experiments suggest that schooling raises IQ. One example is ‘entrance staggering’, which occurs when children of near identical ages enter school one year apart because of birthday-related admission criteria. This creates two groups of children who would be expected to have roughly equivalent IQ (i.e., they are roughly the same age), and so any differences between them should reflect school effects. The data indicate that children who have been in school longer have higher mean IQ scores. A different kind of natural experiment occurs when schooling is interrupted for a period of time for some children but not others. Green , Hoffman, Morse, Hayes, and Morgan (1966) reported that when the schools in one Virginia county closed for several years in the 1960s to avoid racial integration, the intelligence test scores of children who did not attend school dropped by about 0.4 standard deviations (six points) per missed year of school. A third natural experiment occurs when children from the same family attend different schools. Jensen (1977) reported that children learn so little at some schools that older siblings have systematically lower scores than their younger brothers and sisters attending better schools. Interesting data from children with their IQ characterised at age 11, who then went on to experience different levels of education suggests that school raises IQ, but does not alter reaction time (Ritchie, Bates, Der, Starr, & Deary, 2013). It can be concluded, then, that attending school raises intelligence, and that some schools do a better job of this than others. Interestingly, a key reason for school raising IQ appears to lie in teaching skills such as reading and mathematics (Ritchie & Bates, 2013; Ritchie, Bates, & Plomin, 2014). Teacher’s differ in their ability to impart these skills, and children with poor (at educating) teachers fail to express their genetic potentials (Taylor, Roehrig, Soden Hensler, Connor, & Schatschneider, 2010).
Practice alone?
It is clear that if you want to become skilled in any performance, practice is required, not only from the evidence of virtuoso musicians, be they Yehudi Menuhin or Jimi Hendrix constantly carrying and practising their instrument, but also from experimental studies (Charness, Feltovich, Hoffman, & Ericsson, 2006). This literature on skilled performance demonstrates few cases of exceptional performance without a large investment of time, and shows that some forms of practice are much better than others. Simple repetition is much less effective than systematic practice: Practice focused on moving a specific technique toward a goal, and reinforced with immediate feedback. Education appears to provide exactly such structured practice. This work however has also tended to pretend that talent does not exist, or that intellectual ability is not required in addition to practice. Modern, well-controlled studies show that the role of practice in expertise is much smaller that initially suggested. For instance Macnamara, Hambrick, and Oswald (2014) analysed the world’s literature on music, games, sports, education, and professional skill. They found that practice accounted for as little as 1% of variance in expertise (for professions) and for no more than 25% (for games). Deliberate practice, then, not easy – it takes time and must be deliberative, but also is far from a panacea.
Head Start and Abecedarian studies
The first major intervention study attempting to remediate a poor or impoverished environment was ‘Project Head Start’, a programme giving deprived children systematic exposure to educational materials and experiences for one to two years. The results were disappointing in that while the programme did raise test scores during the course of the programme, these gains faded with time (Lee, Brooks-Gunn, Schnur, & Liaw, 1990). Building on this experience, longer interventions were planned, beginning in early infancy and continuing through pre-school, of which the best example is the Carolina Abecedarian Project. This project studied 111 pre-schoolers, providing a full-day, five-day week out-of-home pre-school intervention, from age 6 months and continuing for five years (see Figure 11.7). The study also had appropriate controls to allow careful evaluation of the intervention. The results indicated that infants at age 2 in the programme were scoring higher on cognitive tests than control infants who had not received the intervention. Importantly, at age 12 – seven years after the programme had been completed – the experimental group maintained a five-point IQ advantage over controls, and this IQ advantage was fully reflected in school and academic achievement (Ramey & Ramey, 2004).
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The Flynn Effect
In the 1980s, New Zealand-based researcher James Flynn reported on an apparently very large and consistent rise in IQ scores around the world since intelligence testing began: around three IQ points per decade, and a full standard deviation since 1940. This came to be known as the ‘Flynn Effect’ (Dickens & Flynn, 2001). The gains were largest in ‘culture fair’ types of test (i.e., tests that do not rely extensively on learned material that may be less familiar to some cultural groups than to others) and smallest on knowledge-based tests such as the Scholastic Aptitude Test (SAT), where scores have actually declined (Dickens & Flynn, 2001).
Several explanations have been proffered. Flynn himself argued that intelligence has not in fact increased, but rather that ‘We have wrongly defined intelligence’. He argues that the results are so dramatic they cannot be real. For example, results from the Netherlands indicate that in 1952 only .38% of the population had IQs over 140 (‘genius’), while by 1982, scored by the same norms, 12% exceeded this figure! Flynn argued that he could not see a commensurate increase in genius products and that what had changed was ‘abstract problem solving ability’, perhaps due to teaching that emphasizes this skill. He and Dickens have suggested that perhaps there is now a better alignment of (especially school) environments to the genetic requirements of individuals (Dickens & Flynn, 2001). Others, citing the parallel increase in height over the same period (the average Dutch young adult male is now over six feet [1.83 metres] in height), suggested that changes in nutrition or a reduction in childhood developmental stress and infection may account for the effect. Recent studies suggest that the rise in IQ, whatever its cause, ceased in the 1990s (Teasdale & Owen, 2005) and may now have reversed, so younger readers should worry more about declines than relying on continuing effortless rises in ability.
Showing that tests are free of Bias
To be used legally, and to meet the ethical standards of relevant professional organizations, measures of intelligence must pass a strict set of statistical tests aimed at detecting bias. Bias detection is essentially a form of validity testing, examining whether any differences in scores between groups of people are due to the test having reduced validity for one group. In short, bias lowers test validity. Three major types of test bias can be distinguished: internal, situational, and external.
Internal bias arises and can be detected when test items behave differently for different groups. Items should have the same ordering of difficulty from easiest to hardest for all groups, and a group difference in this difficulty ordering would suggest that the items concerned are biased – i.e., difficult in ways unrelated to intelligence – for or against one group. For instance, a person who did not speak English would find the question ‘What sound does a dog make?’ much harder than they would assembling a jigsaw to form an image of a dog. English speakers would find the verbal question easier. This inverted pattern of item difficulties indicates that the verbal question is internally biased against non-English speakers.
Situational bias is caused not so much by some property internal to the test, but by differences in how the test is administered to different groups. Testers might have a bias to assume that answers given by members of a group will be wrong, and therefore spend less time prompting them for a correct answer than they would for members of another group. Other types of situational bias might arise if one group of people is less familiar with the testing environment or more nervous in it.
External bias can be detected when a test makes systematically different predictions for one group than for another. For instance, IQ tests predict school grades and incomes. If a given IQ test under-predicted grades or income for one group – i.e., predicted mean levels that are lower than the true levels – then we would suspect the test was biased.
An example of the way in which bias is a practical matter as well as a matter of test construction can be found in the early use of intelligence tests in the American Army during World War I. Robert Yerkes, a highly respected American psychologist, was asked to develop tests that would allow the American Army to select men for different roles within the military. Yerkes responded by developing the Army Alpha and Army Beta tests, which came into use towards the end of the war. Both tests could be reliable and valid if administered to the correct population. The Army Alpha depended heavily on written information, and assumed exposure to a particular American culture. For instance, it required people to know what the ‘Crisco’ company manufactured (patent medicine, disinfectant, toothpaste, or food products). For army recruits who were recent immigrants or non-English speakers this test was clearly biased, and this bias was easily detected in the results of the test. First, internal bias was obvious: items that were easy for most English-speaking Americans were much harder for immigrants. These recruits should have been referred to the Army Beta: a non-verbal test administered individually by testers acting out the instructions. However, the test-givers, instead of referring non-English speakers for testing with the Army Beta, inappropriately tested these recruits on the Army Alpha. This use of a linguistically inappropriate test probably also created situational bias. Both of these biases were revealed in the failure of Army Alpha to make valid predictions about the performance of non-English-speaking recruits.
Group differences in intelligence
Knowing about measurement and measurement bias we can outline a controversial aspect of intelligence testing: the detection of group differences. One of the earliest impacts of systematic intelligence research was to disconfirm the then widely-held view that males were more intelligent on average than females, a view that was used to justify unequal access to education and democratic participation into the 20th century. Intelligence researchers demonstrated the fallacy of sex differences in intelligence, and also became active within the government of the day to push for social change based on their findings. The most reasonable conclusion to draw is that male and female intelligence is equal on average, likely differing by less than one IQ point. However, storng evidence shows much more variability in IQ among males than among females (see Figure 11.9). This means that, whiles scores have near the same mean, men are more likely to fall far from the mean – either very low, or very high on IQ.
[image: Haslam Figure 11-9]Research on cognitive differences between racial groups has been (much) more contentious (Nisbett et al., 2012). What is known is that there are large differences in the average test scores of different racial groups, persisting even to this day even in relatively affluent societies such as the UK and USA (Neisser et al., 1996). What is unknown are the causes of thiese differences (Neisser et al., 1996). The reality of the differences is accepted because the samples in which it has been demonstrated are among the largest and most representative ever collected in psychology (e.g., nation-wide testing for college entrance and in corporate and military employment screening (Roth, Bevier, Bobko, Switzer, & Tyler, 2001).
Contra earlier suggestions uninformed by molecular genetics (e.g. Rose, 2005), it is also the case that race as a self-concept and as a biological concept are virtually identical. For instance, around two-dozen markers selected at random from the genbome can predict self-reported race at better than 96% accuracy (Carninci et al., 2005). This biological and social reality of race has lead to rancourous argument about the origins of IQ differences ranging from suggestions around half the difference is genetic (Rushton & Jensen, 2005), to evidence that heritability itself is much lower in disadvantaged groups (Scarr-Salapatek, 1971), to suggestions that the apparent effect may merely reflect sterotyping itself. For example, Steele and Aronson (1995) demonstrated that when African American students were led to believe that a difficult verbal task was diagnostic of their intelligence they performed more poorly on it than when the task was not presented in this way. The interpretation of these studies has in turn been sharply criticised (Sackett, Hardison, & Cullen, 2004).
Genetic effects on intelligence
Heritability
[bookmark: _GoBack]As we saw in Chapter X, behavioural genetics is the study of genetic contributions to differences between members of a population. It examines the extent and nature (e.g., specific genes) of these contributions. You will recall that ‘heritability’ can vary from 0 to 1, and represents the proportion of variation between people that is due to genetic effects. The proportion of variability that is left unexplained by these effects is due to shared environment (i.e., effects shared within families) and non-shared environmental effects that are unique to the individual. It is important to remember that heritability can be very high even when tremendous amounts of environmental experience are known to be required for a behaviour to develop. For instance, every word in an individual’s vocabulary is learned. However, in countries like the UK and Australia or New Zealand where all children attend school, and where systematic exposure to written words is available in everyone’s environment, the number of words learned hinges on genetic differences. Thus, reading is highly heritable in these countries (Bates et al., 2011).
Many large studies estimating the heritability of IQ have been conducted, and these yield estimates between .5 and .8 (Deary, Spinath, & Bates, 2006). g has been shown to be highly heritable in many studies, and the results of these are summarized in Table 11.1. Most of the different types of relationships presented have been examined in six or more studies, usually with at least several thousand participants.
At the very low end of the distribution, we see people who are illiterate, and causes with major mutations, or damage. At the high end, less is known. The genetic causes of the very highest levels of intelligence to-date, however, appear continuous (completely overlapping) with those of differences between, say, 100 and 105. For instance a study of almost 800,000 related individuals revealed the same genetic and environmental factors responsible for the normal distribution of intelligence (Shakeshaft et al., 2015).
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Effects of age on heritability
Genetic and environmental effects on ability are not constant, but evolve quite dramatically over time (see Figure 11.8). As the figure shows, early on in life, particularly before school starts, the contribution of family environment to children’s IQ scores is quite high (about .6). However, children develop and, particularly from adolescence onwards, heritability climbs steeply, reaching around .8 in 60-year-olds. This suggests that as we develop and gain more control over our environments, the role of particular family, cultural, or social status variables on ability becomes minimized. As people mature, they may begin to exercise active choice over their environment, seeking out environments and activities that are based on their internal, genetically based personal preferences and abilities.

Molecular genetics
With the advent of the human genome project, researchers are beginning to discover the individual genes that underlie human intelligence (Deary et al., 2006). In the case of IQs below 70, defined as the threshold of mental retardation (MR), mental ability is often affected by major chromosomal disruption such as Trisomy 21 (presence of an extra copy of chromosome 21, leading to Down’s Syndrome). MR affects over 2% of the population, with around 50% more males than females being affected (Chelly, Khelfaoui, Francis, Cherif, & Bienvenu, 2006). Of the almost 30,000 genes carried by each human being, over 300 have been associated with mental retardation, and there are many other genetic effects on retardation for which the gene responsible remains unknown. Many causes of MR related to larger chromosomal abnormalities can now be detected in early screening, raising the possibility of aborting foetuses known to carry MR, and the attendant ethical and moral questions. The growing ability to detect the much larger group of small changes within genes that are likely to affect brain development adversely will only intensify this debate.
Unlike MR, which is often due to major genetic abnormalities, (Plomin & Kovas, 2005) have argued that mild mental retardation (defined as IQ between one and two SDs below the population mean) is part of the normal spectrum of intelligence variation. The heritable variance within that normal spectrum is distributed across many hundreds or even thousands of genes, each having very small effects. Genome-wide search for genes for intelligence reveal that genetic differences in the normal range involve thousands of loci (locations in the genome) each having tiny effects (Davies et al., 2011). These effects are so small that many reports turn out to be false positives (Hill, de Leeuw, et al., 2014). A candidate explanations for these effects are emerging: for instance the ability of the post-synaptic density to fluidly learn new representations (Hill, Davies, et al., 2014).
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Gene x Environment Interactions
In many samples used in heritability research, people from the lowest socio­economic status (SES) levels are under-represented, and most samples also under-sample non-white populations. The heritability of intelligence may differ for people from different social backgrounds. One suggestion that this is the case comes from studies of children from impoverished backgrounds who are adopted into high SES families. Although the studies reported above show limited effects of family environment on IQ by middle childhood, these adopted children show increases in IQ when compared to children who remain in the impoverished environment, their IQ often increasing to the same level as that of biological children in the adoptive family (van Ijzendoorn & Juffer, 2005). Studies such as these suggest that very poor environments have substantial negative effects on IQ, and that removing a child from such environments may have positive effects, even at age 3 or later.
The hypothesis that heritability is lower among people from very poor family environments was tested in a sample of 331 pairs of twins, aged 7 years old, who were selected from the National Collaborative Perinatal Project in the USA. The heritability of IQ was .71 in the highest SES group within the sample, but only .10 in the lowest SES groups. The effect of family environment within this subset of low SES children was a very substantial .58 (Turkheimer, Haley, Waldron, D'Onofrio, & Gottesman, 2003). As the average heritability of IQ rises quite dramatically after age 7, and family effects correspondingly decrease, it is unclear whether differences in the SES groups would remain as the children grow older. This finding, however, was recently replicated in the USA using mature adults (Bates, Lewis, & Weiss, 2013).
The results of behavioural genetic studies of intelligence can be summarized in terms of two major effects: one surprising and one perhaps less surprising. The less surprising finding is that some family environments, concentrated among those of lower SES, can have large negative impacts on IQ, and these large negative effects appear to be remediable by exposure to stable and enriched environments. Perhaps more surprising is the finding that the effect of family environment on intelligence diminishes outside of the most impoverished social backgrounds, suggesting, perhaps comfortingly, that most families can provide adequate environments for cognitive development.
Correlates of Ability
Cognitive ability has been shown to predict a variety of real-world outcomes. One of the clearest correlates of intelligence is school performance. Replicating Binet’s original insight, it seems that aptitude for school, as measured by tests such the American SAT, simply is g (Frey & Detterman, 2004), and that g predicts school grades better than any other measure apart from the student’s previous year’s grades. The correlation between IQ scores and school grades is about .50, meaning that IQ explains about 25% of the differences between people in exam results. The other 75% is due to random factors affecting school grading, as well as individual differences in personality such as Conscientiousness and Openness that affect study habits, and external factors such as encouragement of learning by peers, family, and teachers (Roberts et al., 2007). Childhood IQ also predicts the total years of education that people undertake (Deary, 2012a). Teaching causes learning (and good teaching is more effective (Taylor et al., 2010), but as teaching improves, the gap in educational outcomes between higher and lower IQ people not only remains, but grows (Bates et al., 2013). If you think about it, this makes sense: IQ was designed to detect ability to respond to teaching.
After school, performance at work has been repeatedly shown to be best predicted by general ability (Ree & Earles, 1992). At work and across a range of occupations, IQ accounts for about 30% of differences between people in job performance (Schmidt & Hunter, 1998). Because IQ test scores may be the best predictor of economic success in Western society (Schmidt & Hunter, 1998), these differences have important societal outcomes (Gottfredson, 1997). IQ scores account for around one-quarter of the differences between people in social status and around one-sixth of the differences in income. These effects are mostly due to people’s individual intelligence, rather than to their parents’ SES, as cognitive ability still strongly predicts status and income even when the effect of parental background is statistically removed (Neisser et al., 1996).
Intelligence is also related to several other important life outcomes, both positive and negative (Gottfredson, 1997). Some are relatively easy to understand, such as the propensity to invest in financial markets. Other relationships are weaker and harder to relate directly to ability, such as links between lower IQ and juvenile offending (Moffitt, Gabrielli, Mednick, & Schulsinger, 1981), and risk for as well as severity of mental illness (Macklin et al., 1998). Intelligence is also related to mortality and longevity, with higher IQ people tending to live longer (Whalley & Deary, 2001). Understanding effects such as these is the focus of ‘cognitive epidemiology’.
Conclusions
We can end with a definition of intelligence, provided by 52 researchers on intelligence as:
A very general mental capability that, among other things, involves the ability to reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly and learn from experience. It is not merely book learning, a narrow academic skill, or test-taking smarts. Rather, it reflects a broader and deeper capability for comprehending our surroundings – ‘catching on,’ ‘making sense’ of things, or ‘figuring out’ what to do. (Gottfredson, 1997)
Through studying this chapter, you will have seen that ‘making sense’ develops over childhood and early adolescence, that there are different elements to this trait which correlate with each other, around half the differences falling under a general-ability factor, with support for several groupings beneath this and different ageing profiles for fluid and crystallized ability. Development over childhood is reflected in measurable cortical changes, and is influenced positively by exposure to cognitively demanding environments with opportunities for structured practice, such as school. The tests are stable over long periods of time, and predict a broad range of outcomes, from school to work, mental well-being, and, ultimately, longevity. Intelligence test scores vary between different groups, with sex differences in variance (men more variable than women) and quite large differences between cultural groups. While researchers and educators agree on the magnitude of these differences (mean differences between groups can be over a standard deviation, about as big as the average difference between siblings within a family) they differ on their causes. Within deprived groups, heritability appears to be lower. Alongside the effects of environment, genetic differences exert considerable control over differences between people in their ability, and this effect grows with time, at least until the mid-60s, where some 70% of variance between people is explained by genetic effects. Some portion of the effect of these gene effects is summarized in the biological variables of head size (brain volume) and the integrity and connectivity of white matter, and genes are being studied which affect cognitive development and function. Ability tests themselves have developed over the century since their invention, with the most valid measures containing a broad array of abstract skills, and with testing guides that must be followed to avoid bias, and ensure reliability and validity. When followed, the ‘IQ’ test is among our most stable, powerful tools developed by psychologists, with applications in medical research, neuropsychological assessment, human resources, and education.
Chapter summary
Binet assessed intelligence by assembling items that differentiated between typical children at various ages, scoring his test in terms of mental age, which formed the basis of the later ‘intelligence quotient’ or IQ.
The ‘deviation IQ’ was first adopted by Wechsler, and differs by comparing an individual’s performance against age norms, so that IQ tests have a mean of 100 and a standard deviation of 15.
Like personality, the structure of ability is hierarchical, but unlike personality, all abilities appear to lie within a single domain.
Authors emphasizing primary mental abilities (Thurstone) or a general ability (Spearman) are reconciled in this hierarchical model, in which g binds together more basic groups of ability, which in turn contain more specific lower-level abilities.
Cognitive ability and the volume and connectivity of the central nervous system are related, according to imaging studies.
Ability develops throughout childhood, and stimulation from early childhood onward, especially in the form of school-type activities, appears to be the major influence on the development of ability.
Programmes for raising intelligence have had little lasting effect, but for children in deprived environments, full-time daycare-based care and stimulation throughout the pre-school years may have a lasting positive effect.
Large rises in intelligence test scores in the latter half of the last century may demonstrate the effects of improved physical environment (reduced infection, improved nutrition), increased exposure to education, or even increased practice at school of puzzle-like thinking.
Estimates of the heritability of intelligence average around .5, with lower values in the very young, and higher values in older subjects. Specific genes underlying this heritable pattern are being investigated.
IQ scores are amongst the most stable measures we have of a person over time.
Behavioural genetic research indicates that family environment matters rather little after school begins, but also that family SES is an important constraint on whether genetic talent is expressed -  at least within the United States.
Intelligence tests yield reliable mean and variance differences between groups, but the causes of these differences remain obscure.
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Notes
1 Answers: ‘esoteric’ is an adjective describing knowledge that is understood by or available to only a restricted or special group. 100 machines will take just 5 minutes to make one hundred widgets (a common incorrect answer is 100, seeing a syllogism with 5 machines taking 5 minutes to make 5 widgets). The puzzle piece is 3.
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